**Can I have more than one search query?**

The search query is provided so that other people can replicate your search of primary studies (the original studies that report the effect in question). Of course, if you use snowballing (checking bibliography references from the recent papers that do estimate your effect), your data search becomes hard to replicate. If you can help it then yes, having only one search query would be ideal. If one search query is not sufficient for the literature you deal with, just provide an appendix with PRISMA diagram and searches you used. Use only Google Scholar, no need to complicate your searches elsewhere. From your query (using the recommendation of checking the first 500 items), you might download around 200 studies. From those 200 studies only a portion would be eligible for use in your meta-study.

**How many studies should my meta-analysis include?**

Every literature is different. If your literature deals with Mincer wage equation, for example, one would expect many studies with many observations. How many is many? Median bachelor or master thesis on meta-analysis uses around 60 papers that involve some 1,000 observations (estimates of the effect). Small datasets have around 40 papers with 600 observations. Such meta-analysis has less degrees of freedom but still can make sense. Collecting effects from only 20 studies, for example, you have almost no between-study heterogeneity so the literature is just not ready for a meta-analysis yet (note that in medicine, this would be relatively large met-analysis; in psychology and economics, however, the practice is different). The larger dataset, the more impressive your meta-study is. Bottom-line, you should collect ALL the relevant estimates available. If you think the collection is not feasible (there could be hundreds of studies and thousands of estimates), let’s discuss what subgroup of studies could you focus on. Include all studies from all the previous meta-analyses as well.

**Interpretations of the effects I want to collect are vastly different, how should I decide on which effect to collect?**

Say you have some 200 studies that estimate similar effects (effect of beauty on wages). Open your excel spreadsheet, go through every single study and make a note, eg:
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If elasticity is the effect in question, your job is easy, especially if the elasticity is the coefficient that is directly estimated (elasticity is not estimated as an inverse of a regression coefficient, for example, that would completely skew your publication bias tests). It gets harder with estimating marginal effects where the left-hand side of the regression as well as the right-hand side of the regression have different variables involved. Always make sure you understand the interpretation of the effect the author uses.

* + The explanatory variable can be continuous (such as height of a man). It could be the interpretation is the effect of 1 cm of additional height is associated with some %-change in wages. It can be the effect of 1 inch of additional height associated with one-standard-deviation increase in wage.
  + The explanatory variable can be a dummy variable (such as “high person” = 1 if height of a man is more than 180 cm). Then, the interpretation changes: people considered high earn some % more in wages than those that are not considered high.
  + Also, the left-hand side of the equation, say wages, can be in absolute terms (say in dollars), or can be in logarithm (if the researcher wants the interpretation to be relative, such as % change in wages), or can be an hourly wage instead of yearly household income.

Thus, it matters utterly you compare the effects that are comparable, and you can recalculate it to a common metrics. If this is the literature you face then again, create a spreadsheet and a quick summary of what is available in those 200 studies you have at disposal, such as
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When you know roughly how many estimates from how many studies you get that are well comparable then you can decide how to proceed further with your data collection.

**Other helpful tips on data collection**

* Do not code immediately OLS as a dummy, VAR as a dummy, and so on. Create one column called “method” and make a note on which method is used. Same goes for coding for geography or other group variables that are exclusive to each other. You will decide later which variables you will use for your analysis (maybe only methods controlling for endogeneity and those that do not control for endogeneity, and maybe only developing and developed countries). The columns could look like this:
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Description automatically generated with medium confidence](data:image/png;base64,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)

* while collecting data, you will be reading a lot. If you see something interesting, a relevant argument, a relevant discussion, copy-paste it to another file, let’s call it “notes”. Redistribute these notes regularly into different categories, say notes on “how studies deal with endogeneity”, notes on “ideal experiment”, notes on “how to define short and long term effect”, notes on why it is important to “differentiate between male and female subjects”, notes on why surveys are full of “measurement errors”, notes on specific “biases in the literature” such as attenuation or omitted variables bias.., why “time-series” data yield better estimates than “cross-sections” in your literature…

**My dataset does not really have many marginal effects, I mostly deal with odds ratios and risk ratios. How to deal with such dataset?**

* check the wonderful thesis of Daniel Bartusek on how to handle such data at

https://dspace.cuni.cz/handle/20.500.11956/126499

**I have trouble finding a reasonable number of estimates that can be translated into common metrics.**

Most trouble we face is because the authors in primary studies use continuous as well as discrete variables to estimate their effect. The interpretation of effects based on such measures is different. To be able to compare the effects, nevertheless, you need some common metrics. There are two ways to deal with the problem:

**1) one is to use the effect of one standard deviation** of a variable people use. For example, the authors might use a continuous variable identifying how beautiful people are (in the literature dealing with the effect of beauty on earnings, for example), such variable comes from surveys that ask people how beautiful on a scale of 1 to 5 they think a person is, so the variable is continuous, has a mean and a standard deviation. If you know the standard deviation of the sample from a primary study, you can simply estimate the effect of one standard deviation change in beauty scale on earnings.

If the authors do not use a continuous variable but a dummy variable, for example very attractive = 1 if people are rated better than 4 and ugly = 1 if people are rated below 2, the variable is discrete. But if you have the original distribution of the attractiveness measure you can still estimate the standard deviation of the distribution with ease. True, the authors rarely report distribution of the original continuous variable while using discrete variable instead.

So one way out of it is to recalculate all that can be recalculated to a common metric, such as the effect of one standard deviation change in a variable. Or you will consider only those subsamples that have the same interpretation, sacrificing the loss of some of the estimates of the effect. Another option, a nuclear one, is

**2) to use partial correlation coefficients**. This metric is used when there really is no reasonable way to put together differences in definition of the estimates (say academic achievement can be measured as credits earned or as a probability of graduating from high school or as paying attention during classes and you have not really much information on the distribution of these variables in the primary studies). The translation of the estimates is difficult or questionable or impossible. Then you can use partial correlation coefficient. But know that this is your last option and **try to avoid it like a plague**. The PCC and the corresponding standard error formula is following:

PCC = t-statistics / sqrt(t-statistics squared + degrees of freedom),

SE(PCC) = sqrt{(1-PCC^2)/degrees of freedom}.

**Sometimes authors in primary studies report only t-statistics and not standard error. Sometimes, they report standard deviation instead of standard error. Sometimes they report 95% confidence intervals. Sometimes they report p-values only. Sometimes they report only signs for the level of significance, like \* for 10% or \*\*\* for 1% level. Can I use those statistics to get to the standard error? What if there is no measure of precision reported?**

1) Only t-statistics is reported. One needs to be aware of what hypothesis the authors are testing when they report these standard errors and t-statistics. The null hypothesis is that the regression coefficient equals zero (B0 = 0). That is,

t-statistics (Best) = (Best – B0)/SE(Best) = Best /SE(Best).

So yes, you can calculate the standard error by simply dividing the estimated coefficient Best by its t-statistics.

2) Only standard deviation is reported. You can easily calculate standard error using the square root of number of observations (you should collect the number of observations anyway):

SE(Best) = SD(Best)/sqrt(number of observations)

3) Only confidence intervals are reported. Say you have a mean effect of B = 0.05 with 5%CI = -0.12 and 95%CI = 0.23. Then, the standard error of B can be calculated as:

SE(Best) = (95%CI - 5%CI)/(2\*1.96)

In our example, [0.23 – (–0.12)]/(2\*1.96) = 0.089.

4) Only p-value is reported. Use it to calculate t-statistics, for example via MS Excel function TINV:

t-statistics (Best) = TINV( p-value \* (3 - #sides), nobs),

where p-value is something like 0.01569, # of sides should be always 2 if the paper makes sense in reporting their 2-sided p-value, nobs is the total number of observations = cross-section observations \* time series observations (say 352), thus t-statistics=TINV(0.01569\*1,352)=2.43.

5) Only star-signs indicating significance levels are reported. Possibly, the only measure of significance you get reported is \* for 10% level of significance, \*\* for 5% and \*\*\* for 1% of significance. This is very tricky because unless you contact the original authors and ask them for the numerical results you will introduce some error to your data one way or the other. You can approximate the 10% level relatively easily by choosing a value of t-statistics between 1.645 and 1.96. Here, the error you introduce is somewhat acceptable if you do not create this error consistently (if this is a case of few single instances). You can approximate the 5% level of significance by choosing the value for t-statistics between 1.96 and 2.575. Again, you cannot have too many of these approximations or you will introduce a systematic error to your dataset. The worst choice is to choose a t-statistics to approximate 1% level of significance => this can be anything south of 2.575 and I would choose rather not to include these estimates into your dataset or try using other additional information you have (like the number of observations) to approximate better the t-statistics. In any case, you should mention this in a footnote or an appendix dedicated to data adjustments and recalculations.

6) Reported value of p-value (standard error) is zero. First, contact the authors and ask them for their numerical results. If they do not respond, you have few options. If the value is say 0.000, you can decide to: (1) either calculate the t-statistics according to the formula above for an approximate p-value of say 0.0002 (so something between 0.0000 and 0.0004) noting that it is an approximation (the sample size can also determine whether it is a good or a bad approximation) or (2) you will ignore these values. Personally, if there are not “too many” of these zero p-values, I would rather go for erring on the side of inclusion. If you decide in the end to collect and transform these estimates, please do so ex-post, after the whole dataset is collected. The reason is: you may find out that these estimates are outliers in your dataset and will fade away with winsorization---thus there is no reason for any transformation.

7) No measure of precision is reported. If you wonder whether it even makes sense to collect estimates that do not report any measure of precision than the answer is yes, it does make sense. If you have no measure of precision of the effect, such an effect can still be used for the motivation of the paper, for example for the calculations of simple averages of the effect from different subsamples. Of course, in publication bias analysis you need the standard error, so you cannot use any such observation there. If you find, however, that publication bias is not present in the literature, standard error becomes obsolete, and you do not have to have it in your heterogeneity analysis (if you do model averaging or other technique capable of dealing with model uncertainty, nevertheless, try to always include it). Thus, the effect without standard error can be further used in the analysis of heterogeneity if publication bias is not present in the literature and you do not have to discard such observation. For consistency, I would prefer to have a full panel dataset so that all of my estimates have their standard errors. But if you find yourself with a small sample size then go for the estimates without standard errors as well.

The estimate I collect from primary studies is not the effect in question. The effect in question is a function of the estimate I collect from primary studies. How can I estimate the standard error of such an effect?

There are three kinds of transformations you may face, one that is made

1. using some constant (meaning that no new imprecision is coming from the transformation),
2. using a different functional form of your estimate, and
3. using some other estimate to transform the collected one (which involves another standard error entering the transformation).

In the first instance (1), you may need to make some trivial transformation of the effect in question. Say the effect of 0.03 means that an additional 1 inch of height is associated with 3% increase in wages. The effect has a standard error of 0.01 (thus t-statistics of the effect is 0.03/0.01=3). To transform this effect from inches to centimeters, you would multiply the effect by 1/2.54 (because 1cm =1/2.54 inch). But what about the standard error? Well, t-statistics of your original estimate is 3 and that´s a given, inputted constant does not change the precision of the original effect. So you have to make the same transformation for the standard error as well in order to keep t-statistics of a new estimate at 3. The new effect is 0.03/2.54 = 0.013, additional increase in one’s height by 1 cm is associated with 1.3% increase in wages. Standard error of the new estimate would be 0.01/2.54 = 0.0039. New t-statistics is the same as the old statistics, because transformation with a constant does not bring any new variation to the estimate.

In the second instance (2) and third instance (3), you may need to make some atypical transformation of the effect (see common examples below – that is involvement of interaction term or involvement of a squared term in a regression). Or: say you collect the estimate B1 but in reality, the elasticity B is estimated using 1/B1, or say you collect estimates B1 and B2 (each estimate has its own standard error, of course) and you need to estimate B = B1/B2. How can you estimate the standard error of such an estimate? We use something called “delta method” (if you have never heard about it, write to me and I will sent you some study materials). There is a formula in R which can make your life easier:

*deltamethod(g, mean, cov, ses=TRUE)*

where g is the transformation of the parameter for which we want to estimate the standard error, mean value of the estimated parameter and cov denotes variance-covariance matrix. In case of only one parameter, you just input a variance and the syntax is really easy. Say the authors estimate X, the elasticity is equal to 1/X, and say X=0.5 with a standard error of 0.2, then:

*install.packages("msm")*

*library(msm)*

*deltamethod(~ 1/x1, 0.5, 0.2^2)*

The function can be used even when the elasticity is a function of more parameters, just set the variance-covariance matrix in such a way that the covariances equal zero. Syntax is then:

*cov<-(diag(c(se(x1)^2, se(x2)^2), 2, 2))*

*deltamethod(~ g(x1,x2), c(x1,x2), cov)*

In any case, your publication bias analysis should be made on the original estimates collected from the studies or transformed values if the transformation does not skew in any way the relationship between the coefficient and its standard error. (An example of this would be: say B is the regression estimate with the standard error SE(B). The reported elasticities from primary studies are 1/B. This is a convex transformation, assuming B is bounded away from 0. The expectation of 1/B is therefore increasing in SE(B), holding constant the expectation of B. If you do the standard publication bias tests on the elasticity and find the publication bias present, it is exactly what you would expect to find. But the pattern is introduced by the transformation of elasticity not by selective reporting. In this case, you have to do your whole analysis on the original coefficient B not on the elasticity values = 1/B. Only after you do your analysis, to give your audience the economic interpretation of the effect you would make the transformation.)

**Sometimes the authors in primary studies report the effect and some interaction with the effect (for example, the effect in question is education, the regression reads “wage = A\* education + B\* education \* female”). Do I have to take the interaction term into account?**

The interaction term “education\*female” is directly taking part of the effect of “education” out of the picture, ignoring it would be a mistake. Let´s present an example:

wage = education + education \* female + …

= 0.2 + 0.4 \* 1 or 0 +… *=> coefficients*

(0.1) (0.3) (0.0) *=> standard errors*

If female =0, the effect of education for males is 0.2 with the standard error of 0.1.

If female =1, we use the delta method to estimate the effect and its standard error. The effect of education for females is 0.2+0.4 = 0.6, the standard error is a square root of the sum of the squared standard errors of both term and interaction term, i.e. sqrt(0.1^2 + 0.3^2). Note that this calculation is missing one very important information: the covariance between education and female terms. If you have information about the covariance (say the covariance equals 0.005), the correct way of estimating the standard error would be sqrt(0.1^2 + 0.3^2 – 2\*0.1\*0.3\*0.005). The authors of primary studies rarely (basically never) report the covariance term and you can thus approximate it inputting zero or something very tiny instead. Indeed, you are now aware that this calculation is just an approximation of the standard error (but mostly a very precise approximation).

**Sometimes the authors in primary studies report the effect and the effect squared (for example, the effect in question is education, the regression reads “wage = A\* education + B\* education \* education”). Do I have to take the squared term into account?**

Absolutely yes, the squared effect presents a quadratic element to your effect and is part of your effect. Let´s present an example:

wage = education + education\* education + …

= 0.2 + 0.4 +… *=> coefficients*

(0.1) (0.3) *=> standard errors*

Now, we need the sample mean of education variable, lets say 0.17 (ln years).

Then, if B1 is the effect of education term and B2 is the coefficient of education-squared, then the effect B of education is (using delta method):

* B = B1 + 2 \* B2 \* education(sample\_mean) = 0.2 + 2 \* 0.4 \* 0.17
* SE(B) = sqrt{[SE(B1)]^2 + 4 \* [SE(B2)]^2 \* [education(sample\_mean)]^2}

Covariance is again set to zero.

**Sometimes authors in primary studies report negative coefficient and positive t-statistics so that the standard error is negative. Is that even possible?**

This is not possible by definition (remember that SE is a square root of something). If the coefficient is negative, the t-statistic cannot be positive, unless the authors of the original studies report the t-statistic in absolute value. But we do not code for anything in absolute values, we have to take into account the positive or negative signs if our meta-analysis should make any sense.

Of course, it could also happen that there is a typo in the paper and the minus is just missing and needs to be added. It may be that the authors write that they are reporting standard errors and are in fact reporting t-statistics. If you're not sure where the truth lies, check with the authors themselves. In any case, it must be true that by definition a negative coefficient is associated with a negative t-statistic and a positive coefficient is associated with a positive one. The standard error is a positive non-zero number always and forever and ever. Anything else is a mistake and it is up to you to verify and correct it.

**Some examples of potential variables that could appear in a meta-analysis**

If there is any meta-analysis related to your topic, find out which explanatory variables they use. I provide here just a list of potential variables for inspiration.

variable definition:

* right-hand side variables, for example how education is defined: eg. education = years of schooling, education = attained academic degree, education = some grading system (GPA etc)..
* left-hand side variable, for example, how wages are defined: eg. wages = income per time, maybe it is rather a monthly consumption or yearly income (or wealth per person in a household), possibly productivity (test scores, inside-company rankings)
* could there be a short- and a long-run estimate? Note that this can be perfectly correlated with some of the methodological variables.
* Is this the author’s favored estimate (preferred estimate or the one that represents the main results of the paper or is this just another robustness check)?

data characteristics:

* number of cross-sectional observations (eg. how many people entered the experiment)
* number of time observations (eg how many years are in the sample)
* data dimension: cross-section, longitudinal (panel, time-series)
* sample mean year of schooling, sample mean year of experience (from the primary studies)
* source of data (do they use some specific database), data character (input is micro data, input is survey data from households or employers, input is from national register), could be the self-reported data are used in some case which are more prone to measurement error, how are the data aggregated (micro data, city data, regional data, industry data, country data, and so on)
* estimate aggregation (is the estimate relevant for a region or a city or a country so this could be coded as: region estimate, city estimate, industry estimate, country estimate, intergalactic estimate. Note that a regional estimate can be estimated on micro data.
* data year (log of the average year of data), first and last year used in the sample has to be collected
* data length (how many years is a study researching, time period in question)
* scientific field of primary study---economics, psychology, neuroscience...

experimental setting (relevant only for experimental literature)

* real reward, hypothetical reward (if the reward was really paid in money or not)
* framing (positive when one gets rewarded, negative when one gets punished-suffers a loss)
* real stakes (how large the reward is to median household expenditures thus saying how is the reward important for a person)
* measure of performance is qualitative, quantitative, or both
* nature of the experiment---judgement & decision, game & market,
* task: cognitive vs. manual work or appealing vs. non-appealing..
* type of motivation (altruism, trust, reciprocity, fairness)

spatial/structural variation

* type of education: kindergarten, primary, secondary, tertiary (so the data the researcher uses relate to specific grade)
* type of school: private, public, charter, placement, virtual... (possibly also some school quality measure)
* field of education: STEM, social sciences, medicine, humanities
* sector of employment: private, public, specific industry (manufacturing) or type (IT)
* employee: self-employed or dependent on employer
* gender: male, female, mixed sample (general public)
* family: dissolved, cohabitating, married, divorced, single, same-sex parents
* ethnicity: Caucasian, minorities (blacks, natives – Indian, Innuit), immigrants..
* age: adolescents or adults, sample mean age of respondents, younger/older group
* religion: Christianity, Islam, Hinduism, and Buddhism..
* geographical variation: which country or region, possibly developing/developed, urban or rural, mean income per capita or consumption per capita by country of employment (which should correlate with development so pick one)
* minimum wage = 1 if there is a minimum wage distorting the labor market (in years related to data sample)
* was there some schooling reform made during the sample period (this would possibly concern experimental studies)
* other group variables: was the effect estimated for some specific group of people? For example, only for working mothers, for those working while studying, part-time students, educated in a foreign country, low income such as those who have subsidized lunch, coming from dissolved families, students with learning disability, low-performing students, students with bad teachers (teachers from lowest percentiles in education or experience), dropouts from high-school or university vs. those who finished education, teaching quality (how good the teacher is), and so on. Note that this is a spatial variation so these are not the control variables from the regressions in primary studies. Working mothers group = 1 means that all workers in a sample are females with kids (the specificity comes either from specific dataset or from the inclusion of the interaction term). Working mothers control = 1 is specific of the estimation method (see below) and it means that the original regression controls for females with kids.

estimation method

* Mincer equation or full-discounting method (or model if you will, is it log-log, level-level, log-level equation..)
* OLS, difference-in-difference, matching method, etc (ad IV: could be interesting to check what are they treating by IV, if it is the measurement error they treat for or smth else, if they are instrumenting ability, if they are treating for endogeneity...)
* Experiment (note that experimental study can be estimated using OLS) - field experiment, lab experiment, lab simulation,
* or quasi-experiment (like IV, regression discontinuity, difference-in-differences, matching methods, and sometimes even panel methods which use unit-fixed effects with such design that the estimates can be interpreted as causal and not only correlational)
* Unit-fixed effects, Time-fixed effects
* ability control: direct control by IQ or a proxy, cognitive vs non-cognitive control, instrumenting ability by parental education or parental income (or other)
* other controls: age and age-squared control, experience, ethnicity control, health control, gender control, working mothers control, technological change (simple time control, this is not time-fixed effect), occupation control. firm-level characteristics, macro variables included..
* Are social returns also estimated or only private returns?
* controls for class size, teachers, the technology/material quality used in class
* funky controls: signaling effect, sheepskin effect
* On a general note: make notes on how authors treat endogeneity, measurement error, omitted variable bias (IV, natural experiment..) How do they assess causation (vs simple correlation). Do they comment other types of biases, like attenuation (least squares estimates biased in magnitude towards zero, see iron law of econometrics by Jerry Hausmann, attenuation usually stems from measurement error), how do they treat for ability bias, small sample bias, maybe publication or other selection biases...

Publication characteristics (please collect this information as the last one so that it is up to date, and if possible, collect it all in one day)

* Impact factor (<https://ideas.repec.org/top/top.journals.rdiscount.html>, <https://ideas.repec.org/top/top.wpseries.rdiscount.html>)
* Citations = log of number of citations per year in Google Scholar (ideally since working paper version first appeared but not necessarily).
* Published study = 1 if peer-reviewed journal publication, =0 if working/discussion paper or book or other
* Publication year = the year in which the study was published minus the minimum publication year of the sample

**I have collected the dataset, what to do next?**

1. check if there is any nonsense in the data, i.e. negative standard errors (which can be caused by a typo or copying a typo, either in standard errors or t-statistics---if something like this occurs, check the original paper, or write to the authors for an explanation), zero standard errors (it is not possible for a statistical estimate to have perfect precision because than it is a constant not an estimate - this may be due to the fact that the standard error was calculated from a zero effect, so it is a rounding error).
2. make a funnel plot, on the horizontal axis the effect, on the vertical axis the inversion of the standard error, have a look. Are there any weird observations that lie “outside” of the funnel? Check if any mistake was made while collecting these observations. If in doubt, send me a picture, we'll take a look at it together.
3. create a table with summary statistics: mean, median, weighted mean where the weight is the number of observations per study, min, max, take a look at the outliers, decide on winsorization (outlier is an observation that stands out like a huge maximum, for example). Winsorization is a way of dealing with outliers, some researchers rather throw away the observations that are suspicious, I suggest winsorization. Try winsorizing at 1% level first, see how much the mean changes from the median, then winsorize at, 2%, 2.5%, see if the mean changes "a lot". We want the smallest winsorization possible, which does not use too many observations but at the same time removes meaningless outliers in the data. We do not want to throw away the observations.

Any estimation you do, cluster the standard errors at the study level at least (you can also use clustering at the author level if you see many papers have similar teams of authors). With fewer than 30 studies I recommend wild bootstrap.